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Introduction 

Identification of brain networks from the temporal and spatial correlation patterns in resting fMRI (rfMRI) 

data is challenging due to relatively small BOLD signal contrast and poor SNR1. 3D Gaussian filtering or 

2D Laplace-Betrami (LB) cortical surface filtering is commonly used to reduce noise. Unfortunately, this 

smoothing also mixes signals from spatially-adjacent functional regions. This in turn confounds delineation 

of the spatial boundaries of the regions that make up each network. Temporal non-local means (tNLM) 

filtering resolves this issue using a non-local smoothing kernel2, where the kernel weights are determined 

by a similarity measure between time series. In this way tNLM avoids blurring of functional boundaries 

while reducing noise through weighted averaging of data with similar temporal behavior. Here we describe 

tNLM-pdf, an extension of tNLM, that replaces a heuristically chosen filter kernel function with one based 

on an estimated probability density function representing connectivity between voxels.  

Methods 

Surface-based tNLM-pdf filtering adopts tNLM’s approach of filtering as a weighted average of signals, 

where the weights are based on temporal similarities between the rfMRI time series at the vertex being 

filtered and each of the other vertices in the surface tessellation. This avoids mixing signals across 

functional boundaries because the time series between distinct functional regions are less correlated than 

within each region. tNLM-pdf differs from tNLM in two aspects: i) The weighting kernel function w(i, j) 

= 1 – exp {Ps(r)/Pn(r)/h}, where r is the correlation between time series at vertex i and j, and Ps(r) and Pn(r) 

are the estimated PDFs of the Pearson correlation for within-network and between-network vertex pairs, 

respectively. The PDFs are estimated using a Gaussian mixture model.  The parameter h controls the degree 

of smoothing and is chosen to maximally separate contributions from within and between networks; ii) for 

each vertex, we compute w(i, j) for the entire cerebral cortex, rather than using a restricted neighborhood 

as in tNLM2.  After filtering, a normalized graph-cut (N-cuts) algorithm3 was then used to parcellate the 

filtered data sets into a set of 10 networks.  

Results 

Fig. 1 shows a comparison of unfiltered, LB, tNLM and tNLM-pdf filtered rfMRI data at two different time 

points for a single subject from the HCP dataset. Unfiltered data show the most spatial detail but also the 

largest amount of noise, while LB results show low noise characteristics but limited spatial complexity. 

tNLM and tNLM-pdf fall both between these extremes and exhibit the boundary-preserving properties that 

characterize NLM filtering. In comparing the two, it appears that tNLM-pdf has more spatial complexity 

that may indicate an improved ability to identify a more complete set of networks relative to the other 

processing methods. To explore this further, in Fig. 2 we show an example of parcellation into 10 networks, 

selecting for display only the 4 sub-networks that delineate the default mode network (DMN). With LB and 

tNLM filtering, the purple and brown sub-networks are mostly homologous to one another, each 

constrained to one hemisphere. On the other hand, tNLM-pdf filtered data sub-delineates these larger 

regions into sub-networks which symmetrically possess regions from both hemispheres indicating 
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interhemispheric functional correlation. Interestingly, the sub-delineations found by tNLM-pdf filtering in 

(d) are well aligned with those found in 4 (Fig.2e), which were based on parcellation of 40 subjects. 

Conclusion 

tNLM-pdf filtering not only allows us to denoise rfMRI data while preserving spatial structure, but also 

reveals connections between distal but functionally synchronized regions. Moreover, cortical parcellation 

based on the tNLM-pdf filtered rfMRI data may allow identification and study of functional sub-divisions 

of known networks within individuals. 
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